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ABSTRACT
We propose a joint jitter and noise analysis framework for serial PAM transmission based 
on a parametric signal model. Our approach has several benefits over state-of-the-art 
methods. First, we provide additional measurements. Second, we require shorter sig-
nal lengths for the same accuracy. Finally, our method does not rely on specific symbol 
sequences. In this paper, we show example measurement results as well as comparisons 
with state-of-the-art methods.
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1  INTRODUCTION
The identification of jitter and noise sources is critical when debugging failure sources in 
the transmission of high-speed serial signals. With ever increasing data rates accompa-
nied by decreasing jitter budgets and noise margins, managing jitter and noise sources is 
of utmost relevance. Methods for decomposing jitter have matured considerably over the 
past 20 years; however, they are mostly based on time interval error (TIE) measurements 
alone [1, 2]. This TIE-centric view discards a significant portion of the information present 
in the input signal and thus limits the decomposition accuracy.

The field of jitter separation was conceived in 1999 by M. Li et al. with the introduction 
of the Dual-Dirac method [3]. The Dual-Dirac method was augmented and improved over 
the next two decades. Originally, it was meant to isolate deterministic from random jit-
ter components based on the probability density of the input signal’s TIEs. It uses the 
fact that deterministic and random jitter are statistically independent and that determin-
istic jitter is bounded in amplitude, while random jitter is generally unbounded. Three 
years later, M. Li et al. reported that their Dual-Dirac method systematically overestimates 
the deterministic component [4]. Despite this flaw, modelling jitter using the Dual-Dirac 
model has maintained significance in commercial jitter measurement solutions due to its 
simplicity [5].

Throughout the years, additional techniques were added to the original Dual-Dirac 
method to separate additional jitter sources such as intersymbol interference (ISI), peri-
odic jitter (PJ) and other bounded uncorrelated (OBU) jitter. For example, PJ components 
can be extracted using the autocorrelation function [6] or the power spectral density 
[7, 8] of the TIEs, while the ISI part of deterministic jitter can be determined by averag-
ing periodically repeating or otherwise equal signal segments [13]. Yet another method 
for estimating ISI makes use of the property that ISI can be approximately described as 
a superposition of the effect of individual symbol transitions on their respective TIE [12]. 
Once the probability density function of one jitter component is known, any second com-
ponent can be estimated from a mix of the two by means of deconvolution approaches, 
as long as the components are statistically independent of each other [9, 10, 11].

Collectively, over 40 IEEE publications and more than 50 patents can be found on the 
topic of jitter analysis alone. Despite this, applications in industrial jitter measurements 
commonly use a combination of the previously described methods [14, 15, 16], all based 
solely on TIEs.

In this paper, we first introduce a parametric signal model for serial pulse-amplitude mod-
ulated (PAM) transmission that includes jitter and noise contributions. The key to this 
model is a set of step responses, which characterizes the deterministic behavior of the 
transmission system, similar to the impulse response in traditional communication sys-
tems. Based on the signal model, we propose a joint jitter and noise analysis framework 
that takes into account all information present in the input signal. This framework relies 
on a joint estimation of model parameters, from which we readily obtain the commonly 
known jitter and noise components. Therefore, we provide a single mathematical base 
yielding the well-known jitter/noise analysis results for PAM signals and thus a consistent 
impairment analysis for high-speed serial transmission systems.
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Additionally, we provide deep system insight through the introduction of new mea-
surements, such as what-if signal reconstructions based on a subset of the underlying 
impairments. These reconstructions enable the visualization of eye diagrams for a selec-
tion of jitter/noise components, thereby allowing informed decisions about the relevance 
of the selected components. Similarly, we determine selective symbol error rate (SER) 
and bit error rate (BER) extrapolations to allow fast calculation of (selective) peak-to-peak 
jitter and noise amplitudes at low error rates.

The proposed framework is inherently able to perform accurate measurements even 
using relatively short input signals. This is due to the significant increase in information 
extracted from the signal. Furthermore, our approach has no requirements regarding spe-
cific input symbol sequences, such as predefined compliance patterns. On the contrary, 
the random or scrambled input data typically encountered in real-world scenarios is ide-
ally suited to the framework.

2  SIGNAL MODEL
The proposed joint jitter and noise analysis framework is based on a signal model for 
serial PAM data transmission. This model assumes the total signal, i.e. the received signal 
containing all components, to be
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The horizontal and vertical periodic components ϵh,P [k] and ϵv,P (t ), respectively, 
are characterized by the amplitudes Ax,l , the frequencies fx,l and the phases ϕx,l for 
l = 0, … , NP(x) – 1 and x = {h,v}, respectively, and Th,l [k] denotes the relevant point in time 
for the horizontal periodic component l at symbol k. The terms ϵh,OBU [k] and ϵv,OBU (t ) des-
ignate other bounded uncorrelated (OBU) 1) components, and the random components 
ϵh,R  [k] and ϵv,R (t ) denote additive noise for the horizontal and vertical case, respectively. 
At this point, we do not impose any statistical properties on the random components.

3  JITTER AND NOISE DECOMPOSITION
As introduced in section 2, various effects cause disturbances in transmitted data. The 
transmitter and the channel have the most influence on the step responses that deter-
mine the data-dependent disturbance of the signal (intersymbol interference). Periodic 
and OBU disturbances make up the remaining deterministic and bounded components. 
Finally, there are random and unbounded disturbances such as thermal noise. Apart from 
being deterministic and bounded, very little information is available about OBU com-
ponents at the receiver end. Therefore, we omit OBU components from now on. Their 
influence will be visible in the extracted random components.

3.1  Source and analysis domains
With the exception of data-dependent components, all disturbances are either of hori-
zontal or vertical origin. The horizontal components constituting ϵh [k] originate at the 
transmitter, whereas the vertical components in ϵv (t ) may also be added in the channel or 
at the receiver end. The data-dependent components have their origin in the combination 
of the data, i.e. the transmitted symbols, and the step responses that overlap to build the 
signal. We thus define the source domain to be either “horizontal”, “vertical” or “data”.

Analyzing the disturbances in the time domain is referred to as jitter analysis. Timing 
errors with respect to a reference clock signal are determined and analyzed. This is usu-
ally done by means of the TIE. However, the disturbances can also be analyzed in the 
signal level domain, which is referred to as noise analysis. In this case, signal level errors 
with respect to reference levels are determined and analyzed at symbol sampling times 
given by a reference clock signal. Fig. 1 depicts the definition of the TIE and the level 
error (LE). The choice between jitter analysis and noise analysis is a choice of the analysis 
domain, which we accordingly define to be either “jitter” or “noise”.

Fig. 1:  TIE and LE definition

Clock time

Transition point

Sampling time

Threshold level

Reference level

Signal level
LE

TIE

1)	 The word “other” in OBU refers to the nonperiodicity of the disturbance and the word “uncorrelated” to the nonexistence of 
any correlation between the disturbance and the symbol sequence.
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3.2  Decomposition tree
The decomposition tree of total jitter and total noise is depicted in Fig. 2. It is important to 
remember that, as shown in Fig. 2, horizontal disturbances also have an influence in the 
noise domain and vertical disturbances in the jitter domain. Thus no matter whether a jit-
ter or a noise analysis is performed, all disturbance components need to be accounted 
for, i.e. for any analysis domain, all source domains are relevant. Moreover, it is generally 
not possible to directly map properties in a source domain to measurements in an analy-
sis domain. Consider, e.g. the case of the horizontal random source disturbance ϵh,R [k] 
only. Its effect on the signal level and thus the noise domain can be described by a Taylor 
series of ϵh,R [k] around the mean. For the zero-mean case, we obtain 
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The first-order approximation of equation (4) is given by 
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ỹR(h)(t) = −
∞∑

k=−∞

∆s[k] ·
∂

∂t
hsr(t− Tclk[k], {s[k],∆s[k]}) · εh,R[k]. (6)

 
(5)

We recognize that the horizontal random source disturbances are transformed to the 
noise domain in a nonlinear manner that depends on the step responses and their deriva-
tives 2). Moreover, the inverse step of determining the source disturbance based on the 
noise disturbance is nontrivial.

Fig. 2:  Jitter and noise decomposition tree
a) Jitter analysis

Random horizontal 
jitter RJ(h)

Random vertical
jitter RJ(v)

Random jitter RJ

Periodic horizontal 
jitter PJ(h)

Periodic vertical 
jitter PJ(v)

Periodic jitter PJ

Data-dependent 
jitter DDJ

Deterministic jitter DJ

Total jitter TJ

Unbounded

Bounded

Jitter analysis

Noise analysis

Random horizontal 
noise RN(h)

Random vertical
noise RN(v)

Random noise RN

Periodic horizontal 
noise PN(h)

Periodic vertical 
noise PN(v)

Periodic noise PN

Data-dependent 
noise DDN

Deterministic noise DN

Total noise TN

Unbounded

Bounded
2)	 For jointly stationary ϵh,R [k] and s [k], and Tclk [k] = kTs with the constant symbol period Ts, the first-order approximation (5) 

is cyclostationary. Moreover, for PAM signals of order NPAM > 2 and Gaussian distributed ϵh,R [k], ỹR(h)(t ) is not Gaussian dis-
tributed since the symbol difference Δs [k] can take on values with different amplitudes.
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Fig. 2:  Jitter and noise decomposition tree 
b) Noise analysis

 

4  JOINT JITTER AND NOISE ANALYSIS FRAMEWORK
We propose a framework that encompasses a joint jitter and noise analysis and is based 
on the signal model introduced in section 2. Contrary to state-of-the-art methods, which 
transition from a signal to a TIE representation as a first step, our approach is based 
directly on the total signal. It thus does not discard any information present in the (total) 
signal by using a condensed representation like TIEs do. The core of our framework 
operates independently of the analysis domain (jitter or noise) and considers all source 
domains (horizontal, vertical and data). The jitter and noise results are derived from a joint 
set of estimated model parameters.

Conceptually, the first step of the framework is to recover a clock that makes it possible 
to decode, i.e. recover, the data symbols. Based on the recovered clock signal and the 
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Fig. 3:  Joint jitter and noise analysis framework
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4.1  Estimation of model parameters
The fine estimator that performs a joint estimation of the model parameters is at the core 
of the framework and is derived as follows. First, we need to treat the remaining horizon-
tal disturbances ϵh, rem[k] as additive noise for the estimator. Their influence in the signal 
level domain is quantified as in (5) by linearizing (1) with respect to ϵh, rem[k]: 
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ŷDD(t) =
∞∑

k=−∞
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TIEDD+P (h)[k] = TIEDD[k] + TIEP (h)[k] (16)
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	(6)

 
where š [k] is the decoded symbol, Δ̌s [k] the corresponding symbol difference,  
h( t, š [k], 
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∞∑

k=−∞
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s [k] ) the impulse response, and Τ̌clk [k] an estimated clock time.

By further approximating the vertical sinusoidal components, we obtain
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(7)

with the frequencies fv,l = ƒv̌,l + Δf,v,l and the phases ϕv,l = ϕ̌v,l + Δϕ,v,l split into coarse and 
remaining parts for l = 0, … , NP(v) – 1. This yields the following approximation of the total 
signal: 
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The coarse estimates and the above approximations can be used to perform a (fine) joint 
least-squares estimation of the step responses and the vertical periodic components:
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(9)

with the estimate vector x̂ containing the Nsr estimates of the step responses in the 
vector ĥsr , the initial signal value estimate 
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 , and the estimates of the frequencies, 
phases, and amplitudes of the vertical periodic components in the vector p̂.  
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The matrix A+ is the pseudoinverse of the observation matrix and the vector y contains 
samples of the total signal. Based on these estimates and the recovered (or input) clock 
signal Τcdr [k], the data-dependent (DD) and the periodic vertical (P(v)) signals can be 
synthesized as 
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x̂ =



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The horizontal periodic components are estimated in a two-step approach as above. More 
precisely, the estimation is based on the time difference 
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where Τsig , T [k] and Τsig , DD + P(v) [k] are the level crossing time of the total and the 
DD + P(v) signal, respectively. Thus an estimate of the horizontal periodic (P(h)) contribu-
tion to the level crossing times is obtained and the DD + P(h) signal can be synthesized.

Summarizing, we are able to synthesize signals with a subset of the underlying source 
disturbances. These what-if signal reconstructions allow us to provide new measure-
ments with selectable disturbances. For example, it is possible to construct an eye 
diagram with data disturbances and chosen periodic disturbances only. The measure-
ments carried out in the analysis domains are described in the following sections.

4.2  Analysis domains
Based on the total and the synthesized signals, we move away from a signal-centric view 
in order to obtain the commonly known jitter/noise values. Specifically, we determine TIEs 
defined as 
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ĥsr

ŷ−∞
p̂


 = A+y (10)
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where Τsig,X [k] is the level crossing time of the signal X = {DD, DD + P(h), DD + P(v), D, T  }. 
For the remaining TIEs, we impose the following relationships: 
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∆̌s[k] · ĥsr(t− Tcdr[k], ∆̌s[k]) + ŷ−∞ (11)
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Similarly, for the noise analysis, we determine LEs that are defined with respect to refer-
ence signal levels:
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∆̌s[k] · h(t− Ťclk[k], {š[k], ∆̌s[k]}) · εh,rem[k] (7)

εv,P (t) ≈ ỹP (v)(t) =
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ĥsr
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where VX [k] is the signal value obtained at the symbol sampling times for the signal  
X = {DD, DD + P(h), DD + P(v), D, T } and Vref [k] is the reference value that depends on 
the current symbol value.  
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The remaining LEs are decomposed as in the TIE case, i.e. we use
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∞∑

k=−∞
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and thus the remaining LEs can be computed.

5  MEASUREMENTS
Various measurements of interest can be obtained based on the TIEs and the LEs intro-
duced in yection 4.2. The TIE statistics can either be computed for all values or for 
specific subsets, e.g. rising or falling edges. Similarly, the LE statistics can be computed 
for certain symbol values only. The measurements are briefly presented in the following 
subsections.

5.1  Statistical values and histograms
We calculate common statistical values like the minimum, maximum, peak-to-peak value, 
power and standard deviation (SD) for both the TIEs and the LEs. Furthermore, we use 
histogram plots to illustrate the shape of their distribution.

5.2  Duty cycle distortion and level distortion
In the context of a jitter analysis, the duty cycle distortion (DCD) is calculated as

 

TABLE I
SYNTHETIC SETTINGS

Property Scenario 1 Scenario 2
Data rate 5 Gbps 5 Gbps
Sample rate 40 GSa/s 20 GSa/s
Number of symbols 300 k Variable
Modulation NRZ, reference levels -1 and +1 NRZ, reference levels -1 and +1
Symbol pattern Random Random
Rate modulation Triangular SSC with -5000ppm @ 33 kHz None
Step response asymmetry Fall time > rise time None
Periodic horizontal disturbance εh,P 100 mUI pp @ 20 MHz 200 mUI pp @ 20 MHz
Periodic vertical disturbance εv,P 0.1 pp @ 100 MHz 0.02 pp @ 20 MHz
Random horizontal disturbance εh,R 20 mUI rms 50 mUI rms
Random vertical disturbance εv,R (SNR) 30 dB 35 dB

V. MEASUREMENTS

A. Statistical Values and Histograms
B. Duty-Cycle and Level Distortion

DCD = max
k=0,...,Nsr−1

{E{TIEDD|hsr,k}} − min
k=0,...,Nsr−1

{E{TIEDD|hsr,k}} (21)

LD[l] = E{LEDD|level = l + 1|} − E{LEDD|level = l}, l = 0, . . . , NPAM − 1. (22)

C. Autocorrelation Functions and Power Spectral Densities
D. Symbol Error Rate Calculation

SER(u) =
∑
lbin

Phist[lbin] ·
∫

v∈e(u)
pR (v − xhist[lbin]) dv (23)

E. Jitter and Noise Characterization at a Target SER

TJ@SER = DJδδ + σRJ · c(SER) (24)

F. Framework Results
G. Exemplary Analysis

Other statistics:

H. Signal Length Influence
VI. COMPARISON AGAINST COMPETING ALGORITHMS

VII. CONCLUSION

ACKNOWLEDGMENT

 
(16)

where E {x} denotes the expectation of the random variable x and hsr,k the occurrence 
of the k-th step response with k = 0, … , Nsr – 1. The DCD value measures the impact of 
two effects. First, the differences in the various step responses, e.g. rising and falling step 
responses in the case of non-return-to-zero (NRZ) signals (NPAM = 2), and second, a mis-
match in the signal level thresholds used for determining the TIEs.

The level distortion (LD) for the eye opening l
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 (17)

is used in the context of noise analysis. It characterizes vertical distortion of the eye open-
ing due to data-dependent disturbances.

5.3  Autocorrelation functions and power spectral densities
Further information can be derived from a spectral view of the TIE and LE tracks. For 
TIEs, a spectral view is not straightforward to compute since symbol transitions do not 
occur between every two symbols. Usually, this is handled by linear interpolation between 
given TIEs. We propose a different approach in order to avoid the introduction of artifacts. 
First, compute the autocorrelation function of the TIE track by only considering the given 
TIE values, then compute the power spectral density (PSD) based on the autocorrelation 
function, thereby obtaining a spectral view without any interpolation artifacts.

5.4  Symbol error rate calculation
SER plots visualize how varying a single parameter affects the number of correctly 
decoded symbols by plotting the SER against the parameter in question. For a jitter anal-
ysis, the SER is plotted against the sampling time offset used to decode the symbols, 
while for a noise analysis, the parameter is the decision threshold level of the considered 
eye. Symbol errors occur, e.g. when signal transitions take place after the corresponding 
symbol has been sampled or signal levels do not cross the threshold level of the desired 
symbol, respectively. The SER is equivalent to the BER for NRZ signals.
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Normally, to measure the SER, the system under test is used to transmit a known symbol 
sequence and to evaluate the symbol errors in the received signal. Repeating this mea-
surement for a number of values of the desired parameter yields the SER plots. Such a 
measurement setup usually interferes with the regular operation of the system under test 
and may therefore be difficult to accomplish or even yield different results. Additionally, 
SER measurements take a very long time for low SER values like 10–12.

We propose a method to calculate SER plots based on the jitter or noise values, i.e. the 
TIEs or LEs, respectively, and their statistics. To calculate an SER plot, first select a histo-
gram that covers all desired deterministic components with bins representing the desired 
analysis domain and a set of probability distribution parameters describing the desired 
random components in the same analysis domain. For example, when the SER for all 
signal disturbances plotted against the sampling time offset is desired, we select the TIE 
histogram covering all deterministic components and the TIE distribution covering all ran-
dom components. By choosing histograms and distributions that cover only part of the 
measured signal perturbations, what-if SER plots can be generated that allow the user 
to gain insight into how the SER would change if the user were to resolve certain signal 
integrity issues. The information stored in the histogram is, for every bin l bin , the prob-
ability of hitting that bin P hist [l bin] and the position of that bin x hist [l bin]. Assuming a 
probability distribution pR of the random components, we get the SER
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where e (u) = {x : position x generates a decoding error for parameter u } holds informa-
tion about the error conditions. Note that while random disturbances are often assumed 
to be Gaussian distributed, this may not be the case in certain scenarios due to the non-
linear transformation from source to analysis domain (see section 3.2).

5.5  Jitter and noise characterization at a target SER
A number of secondary measurements are derived from the SER calculation. One of 
these is TJ@SER, the total jitter at a target SER. This value represents the jitter budget 
that a system designer has to anticipate when trying to reach a target SER. It can be iden-
tified as the width of the SER vs. sampling time offset plot at the desired SER.

Another example is the Dual-Dirac value DJδδ from the Dual-Dirac model. The Dual-Dirac 
model assumes that the deterministic jitter can only take on two discrete values and that 
the relationship
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holds, where the value c (SER) depends solely on the target SER. Sufficiently low SERs 
need to be ensured for the above relationship to hold, otherwise the (Gaussian) random 
jitter does not dominate the total jitter.

For noise analysis, we compute the EH@SER value, which gives the eye height that is 
achieved at a target SER.
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6  FRAMEWORK RESULTS
In this section, we present measurement results from the joint jitter and noise analy-
sis framework presented in section 4. To make the vast amount of measurements and 
comparisons more accessible, we present a single scenario in section 6.1 and use a 
majority of the available results to track down a signal integrity issue and understand its 
implications. In section 6.2, we show how the length of the input signal affects the mea-
surements and thus the framework’s performance. The scenarios used in this subsection 
are summarized in Table 1. We use a second order phase-locked loop (PLL) with a band-
width factor of 500 and a damping factor of 0.7 for these scenarios.

Table 1: Settings for synthetic scenarios

Property Scenario 1 Scenario 2
Data rate 5 Gbps 5 Gbps

Sample rate 40 Gsample/s 20 Gsample/s

Number of symbols 300k variable

Modulation NRZ, reference levels: –1 and +1 NRZ, reference levels: –1 and +1

Symbol pattern random random

Rate modulation
triangular SSC with –5000 ppm 
at 33 kHz

none

Step response asymmetry fall time > rise time none

Periodic horizontal disturbance ϵh, P 100 mUI pp at 20 MHz 200 mUI pp at 20 MHz

Periodic vertical disturbance ϵv, P 0.1 pp at 100 MHz 0.02 pp at 20 MHz

Random horizontal disturbance ϵh, R 20 mUI RMS 50 mUI RMS

Random vertical disturbance ϵv, R 
(SNR)

30 dB 35 dB

6.1  Example analysis
Throughout this section, we use scenario 1 from Table 1, i.e. a synthetic 5 Gbps NRZ data 
signal with random symbols to show the framework’s capabilities.

Fig. 4 shows the data rate over time as recovered by the clock and data recovery (CDR). 
At the very start of the signal, the CDR’s locking behavior can be observed. After the 
lock time (indicated by the red line), the CDR follows a triangular modulation profile of 
–5000 ppm at 33 kHz. Such a modulation profile is commonly used for spread spectrum 
clocking (SSC) in, e.g. USB 3.0. Note that CDR misconfiguration happens quite frequently 
and is easily caught at this stage.

Fig. 4:  Symbol rate from CDR
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The recovered clock can be used to produce eye diagrams not only of the total signal, 
but also of synthesized signals covering only a subset of the disturbances in the total 
signal. This allows the user to graphically assess the most severe causes of signal degra-
dation and to acquire an expectation of what could be achieved in a given scenario once 
a certain issue is fixed. The variety of available synthetic eye diagrams improves upon 
the possibilities offered by state-of-the-art methods. Fig. 5 shows some of these eye dia-
grams: a) the total signal, b) the data-dependent signal, c) the data-dependent signal 
with periodic horizontal disturbances and d) the signal with all deterministic components. 
We can see that the data-dependent component is responsible for most of the jitter and 
noise. Successively adding the periodic disturbances yields signals that approach the jit-
ter and noise of the total signal.

Fig. 5:  Total and synthetic eye diagrams

a) T b) DD

c) DD+P(h) d) DD+P(h)+P(v)

 
Deeper understanding of the individual jitter and noise components is obtained from TIE 
and LE histograms as in Fig. 6. These show the distribution of all timing and level errors 
for various components. Some effects can be seen more easily using TIE histograms 
for rising and falling edges and LE histograms for symbols 0 and 1. Subplot c) in Fig. 6 
shows that falling edges cause significantly more data-dependent jitter than their rising 
counterparts. Periodic jitter in e) adds a moderate amount of additional jitter. In the noise 
domain, data-dependent components dominate over periodic components. The random 
components in g) and h) show a close to Gaussian distribution.



	 Rohde & Schwarz White paper | Signal model based approach to joint jitter and noise decomposition  15

Fig. 6:  TIE and LE histograms
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To get a better understanding of the effects shown in the histograms, Table 2 gives some 
statistical values derived from the TIEs and the LEs. Note that the total and random com-
ponents have peak-to-peak (PP) values that depend on the signal length.

Table 2: Statistical values of TIEs and LEs

Disturbances Edges/
symbols TIE [mUI] LE

SD Mean PP SD Mean PP

Total All 60.6 –0.11 448.1 1.6 ∙ 10–1 7.5 ∙ 10–5 1.06

Total Rising/0 51.9 –0.12 344.3 1.1 ∙ 10–1 1.1 ∙ 10–1 0.76

Total Falling/1 68.2 –0.09 448.1 1.1 ∙ 10–1 –1.1 ∙ 10–1 0.75

Data-dependent All 40.0 –0.20 178.1 1.4 ∙ 10–1 5.7 ∙ 10–5 0.62

Data-dependent Rising/0 25.7 –0.23 93.0 9.6 ∙ 10–2 1.1 ∙ 10–1 0.37

Data-dependent Falling/1 50.4 –0.18 178.1 9.5 ∙ 10–2 –1.1 ∙ 10–1 0.37

Random All 22.6 0.17 255.8 3.5 ∙ 10–2 1.7 ∙ 10–5 0.37

Random Rising/0 22.8 0.16 202.6 3.5 ∙ 10–2 1.4 ∙ 10–4 0.34

Random Falling/1 22.4 0.17 255.8 3.5 ∙ 10–2 –1.1 ∙ 10–4 0.37

The root cause of the signal integrity issue becomes very clear in Fig. 7, which shows the 
rising and falling step responses. Clearly, the falling step response shows a much greater 
fall time than the rise time of its rising counterpart. Such behavior can be triggered by an 
electrical problem in the transmitter’s output stage. Note that the falling step response is 
flipped to allow a comparison between the two. At this stage, the user has all the infor-
mation needed to solve the signal integrity issue. The display of step responses is a new 
feature not offered by state-of-the-art methods.

Fig. 7:  Step responses
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All that remains is to investigate the effects of the issue when left untreated. We pro-
vide measured 3) and calculated SERs over sampling time plots. The calculated SER plots 
are an important result of the overall analysis since they depend on all the previously 
extracted components and therefore cumulate to a large portion of the results. In Fig. 8 
a), we observe that the sampling time window left to obtain a good SER is rather small. 
In fact, the jitter amounts to more than half of a unit interval (UI) when aiming for an SER 
of 10–12, a value that is reported as TJ@SER. Analogous to the SER vs. sampling time plot, 
an SER vs. decision threshold plot is generated from the noise analysis results, see Fig. 8 
b). Although the random components in the noise domain are not exactly Gaussian dis-
tributed, the SER extrapolation is still accurate at measurable SER values. Note that the 
measured SERs become unreliable, and thus diverge from the calculated SERs, at low 
values due to the low number of measured errors.

3)	 The SER measurement is based on the assumption that the symbols are correctly decoded at the unit interval center.
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Fig. 8:  SERs: jitter and noise domain
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Table 3 provides the TJ@SER along with the Dual-Dirac and the EH@SER values. It also 
includes the DCD and LD values, which measure the asymmetry between rising and fall-
ing transitions and the symbols 0 and 1, respectively.

Table 3: Other statistical values

Statistic Value
DCD 5.4 ∙ 10–1 mUI

LD 0.21

TJ@SER = 1 ∙ 10–12 582.3 mUI

DDδδ 263.7 mUI

EH@SER = 1 ∙ 10–12 0.75

Finally, more information can be derived about the periodic components. Table 4 lists the 
estimated frequencies and amplitudes of the horizontal and vertical periodic disturbances. 
Fig. 9 shows TIE and LE PSDs. Compared to state-of-the-art methods, we are able to give 
PSDs for individual jitter/noise components. The horizontal periodic source disturbance 
can be identified as peak in the PSD of TIET and TIEP(h), while the vertical periodic source 
disturbance can be identified as peak in the PSD of LET and LEP(v). Additionally, the PSD 
of TIEP(v) shows a peak for the vertical periodic source disturbance since, in this case, we 
compensate for the sign variation of the TIEs due to the rising and falling step response.
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Table 4: Periodic disturbances

Horizontal Vertical
97 mUI pp at 20.0 MHz 0.100 pp at 100.0 MHz

9.1 mUI pp at 33.4 kHz 6.5 ∙ 10–4 pp at 279.4 MHz

3.0 mUI pp at 98.9 kHz 2.1 ∙ 10–4 pp at 99.9 MHz

1.6 mUI pp at 165.1 kHz 1.8 ∙ 10–4 pp at 100.1 MHz

Fig. 9:  PSDs
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6.2  Signal length influence
It is crucial that the results produced by the framework are consistent and reliable. 
Therefore, we show that we can produce very similar results from different signal realiza-
tions with the same disturbances, even using small signal lengths.

We use scenario 2 from Table 1 with effective signal lengths varying from 1k to 2M (not 
accounting for the CDR lock time) symbols. For each length, we perform 100 simulations 
and analysis. Then, we evaluate the SD of various measurement results. Fig. 10 summa-
rizes all these SDs vs. signal length and shows the respective linear least-squares fits in 
the logarithmic domains. We observe that, as expected, the measurements scale with 
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7  COMPARISON WITH COMPETING ALGORITHMS
Finally, we draw comparisons to other jitter analysis solutions. While it may seem natural 
to compare the results from our framework with those of other commercially avail-
able algorithms, care must be taken in the interpretation. We can feed the same signal, 
acquired with the same sampler, to a number of algorithms. However, none of the algo-
rithms can be considered to be a reference or ground truth to compare against nor can 
the value of any added jitter or noise at the transmitter be regarded as a directly measur-
able quantity. Any jitter and noise analysis solution measures, e.g. the horizontal source 
disturbances transformed by the step responses and transmitted through the entire trans-
mission system.

We attempt to draw comparisons with a commercial bit error rate tester (BERT) that per-
forms BER measurements based on knowledge of the transmitted signal. However, there 
are differences in the input circuitry and the clock recovery of this device and that of the 
R&S®RTP with 8 GHz bandwidth that we use to acquire the signals. Thus, the results of 
the BERT still cannot be considered a reference for the remaining algorithms.
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Ultimately, the only meaningful comparison is with respect to our own SER measure-
ments, which are derived by assuming that the symbols are correctly decoded at the 
signal eyes’ center. This has the drawback of requiring long signals and, at the same time, 
very low SERs at the eyes’ center.

For the sake of completeness, we show some SER results derived by our framework as 
well as by commercially available algorithms. To this end, we define the three scenarios 
in Table 5 and configure the BERT to generate the appropriate signals. We use a second 
order PLL with a bandwidth factor of 1667 and a damping factor of 0.7 for these scenar-
ios. The results are given in Fig. 11. The commercially available algorithms are spectral 
and tail fit algorithms from two vendors. The results with our framework are obtained 
with 1 Msample, while those of the state-of-the-art methods use 10 Msample. The SERs 
measured using the BERT are obtained with 1011 symbols.

In scenario 1 with a data rate of 1 Gbps, the calculation of the SER using our framework 
and all extrapolations of the SER are close to the measured SERs from the BERT and our 
framework 4). However, the results from vendor 1 and vendor 2 slightly overestimate the 
SER at low and high sampling offsets; this is especially true at the sampling extremes for 
the vendor 2 results. Scenario 2 with a data rate of 3 Gbps is characterized by a higher 
amount of jitter. Here, the divergences between the results become more apparent. While 
the calculated SERs using our framework are able to closely match the measured SERs, 
the competing algorithms clearly overestimate the SER at sampling offsets around 0.25 
and 0.75. Finally, scenario 3 with a data rate of 5 Gbps offers an even higher amount of 
jitter and the most obvious differences between the algorithms. Here, the commercially 
available algorithms provide results that are far off the measured SERs; this is especially 
true for the tail fit methods. In contrast, the calculated SERs from our framework follow 
the measured SERs much more closely.

Table 5: Settings for BERT scenarios

Property Scenario 1 Scenario 2 Scenario 3
Data rate 1 Gbps 3 Gbps 5 Gbps

Sample rate 20 Gsample/s 20 Gsample/s 20 Gsample/s

Modulation
NRZ with ±175 mV 
differential signals

NRZ with ±175 mV 
differential signals

NRZ with ±175 mV 
differential signals

Symbol pattern PRBS-23 PRBS-23 PRBS-23

Rate modulation none none none

Cable length 2 m 2 m 2 m

Periodic horizontal 

disturbance ϵh, P, 1
10 mUI pp at 86.12 MHz 15 mUI pp at 120 MHz 50 mUI pp at 120 MHz

Periodic horizontal 

disturbance ϵh, P, 2
– 15 mUI pp at 35.5 MHz 15 mUI pp at 35.5 MHz

Random horizontal 

disturbance ϵh, R 
15 mUI RMS 45 mUI RMS 50 mUI RMS

4)	 As in Section 6.1, note that the measured SERs diverge from the calculated/extrapolated SERs at low values, due to the low 
number of measured errors.
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Fig. 11: SERs: proposed framework vs. competing algorithms
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8  CONCLUSION
In this paper, we have introduced a joint jitter and noise analysis framework that is based 
on a signal model for PAM serial data transmission. In contrast to existing jitter analysis 
algorithms, we do not base our approach on TIEs only; instead we utilize all the infor-
mation contained in the signal. We have demonstrated the potential of the proposed 
framework with exemplary measurement results as well as comparative studies with 
commercially available algorithms.

To summarize, there are several benefits to our approach. First, we provide additional, 
previously unavailable, measurements. Second, we require shorter signal lengths to 
achieve the same accuracy as state-of-the-art methods. Finally, our method does not rely 
on any specific symbol sequences.

Future work will focus on the consideration of OBU, the separation of horizontal and ver-
tical components, and studies with higher order PAM.
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